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Abstract—We investigate dependent rate/distortion (R/D) mod-
eling techniques for H.264/SVC videos. We introduce a self-
domain (S-domain) analysis method for characterizing the depen-
dent R/D behaviors, where the R/D characteristics of a base layer
are employed as the observation domain for those of dependent
layers. Based on S-domain observations, we propose empirical
dependent R/D models and analyze physical implications of the
proposed models. As an application of the proposed R/D models,
we examine a joint temporal-quality layer bit allocation algorithm
formulated as a Lagrange optimization problem. The proposed
R/D models enable us to derive an analytical solution to the joint
optimization problem. Finally, it is demonstrated by experimental
results that our bit allocation algorithm outperforms JSVM
benchmark by a significant margin (10%–20%) at various bit
rates.

Index Terms—Dependent R/D model, H.264/SVC, joint bit
allocation, rate-distortion optimization, video coding.

I. Introduction

IN VIDEO coding, analytical rate/distortion (R/D) models
play an important role in the development of practical and

efficient rate control algorithms in video encoders. Rate control
algorithms are often formulated as an optimal bit allocation
problem. Analytical R/D models not only provide the under-
standing of the source characteristics, but also they provide
a simple solution to the complex bit allocation problems. We
have various R/D models in the literature that model the R/D
characteristics of a frame in various video coding standards
of MPEG and H.26x. Among them, a quadratic model in
the quantization domain (q-domain) analysis [1] and a linear
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source model in the ρ-domain analysis [2], [3] are most widely
employed.

Conventional R/D models characterize the R/D behaviors
of residual images after intra- or interprediction [1]–[10].
For this reason, the influence of the fidelity of references
on the R/D characteristics of a macroblock or a frame
cannot be properly understood with them. In this research,
we investigate the influence of the fidelity of references on
the R/D characteristics of predicted images, i.e., dependent
R/D characteristics. Considering that a video is a sequence
of images, it is desirable to understand the dependent R/D
characteristics of an input video. Once we understand them,
it becomes feasible to perform an optimal bit allocation for a
number of frames, e.g., a group of pictures (GOP), which is
known as a dependent quantization or dependent bit allocation
problem in the literature.

Ramchandran et al. [11] studied a dependent quantization
problem. They introduced monotonicity property that provides
a general principle for a quantization decision between a refer-
ence and an intercoded frame. They could demonstrate an op-
timal solution to a dependent bit allocation problem. However,
their solution is limited by the exponential complexity because
it employs a dynamic programming method on a Trellis of
real R/D data at each quantization step. That is, a number of
frames have to be encoded with all possible combinations of
quantization steps of all frames. As a result, the number of
encoder runs for the data generation grows exponentially with
the number of considered frames for a bit allocation. Lin et al.
[12] proposed dependent R/D models of P-frames for MPEG-
2 videos. Even though the proposed R/D models are quite
accurate, they could not model the dependent R/D character-
istics of B-frames properly. For this reason, it is difficult to
apply their models to a number of frames with highly complex
prediction structures, such as hierarchical B-pictures [13].

In this paper, we first investigate dependent R/D modeling
techniques for H.264/SVC, a scalable extension of H.264/AVC
[14]. As an extension of H.264/AVC, H.264/SVC provides
three scalability dimensions of temporal (T), quality (Q), and
spatial (S) scalability. The T scalability is realized by hierar-
chical frame structures, and layered architecture is employed
for Q and S scalability [15].

Fig. 1 demonstrates a GOP structure of H.264/SVC, where
the prediction structure is illustrated by arrows. To investigate
the interdependence among scalable layers, we introduce a
self-domain (S-domain) analysis. It is called an S-domain
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Fig. 1. Prediction structure within a GOP of H.264/SVC, where four
temporal layers and two quality layers are shown.

analysis because the R/D behaviors of dependent layers are
characterized by those of their base layers. By the S-domain
analysis, four important properties of the dependent R/D char-
acteristics are identified, and the rate (or distortion) of a de-
pendent layer is successfully expressed as a linear combination
of the rate (or distortion) functions of base layers. As a result,
complex multivariate R/D functions of dependent coding units
are converted into a simple linear combination of univariate
R/D functions of a base layer. In this paper, we focus on the
dependence in the combined T and Q scalability. Dependent
R/D models in the spatial scalability are already well studied
in our previous work [16]. It is important to note that the
proposed models characterize only the influence of the fidelity
of references on the R/D behaviors of dependent scalable
layers. For this reason, the proposed models have to be used
with residual R/D to solve a dependent bit allocation problem.

Second, we examine a dependent bit allocation problem in
the combined T-Q scalability of H.264/SVC as an application
of the proposed dependent R/D models. Several layer-based
rate control algorithms have been proposed for H.264/SVC
[17]–[21]. Most of them are based on existing algorithms for
previous video coding standards that do not consider depen-
dent R/D characteristics. Even though Pranantha et al. [11]
considered the interdependence issue, their solution directly
follows the framework, and thus, its complexity requirement
grows exponentially with the number of frames. The rate con-
trol algorithm in [17] is a single layer rate control algorithm,
where the dependence among scalable layers is not considered.
Even though Liu et al. [20] considered a T layer (TL) weight-
ing in the weighting factors are identical regardless of source
video temporal characteristics. TL differentiation is examined
in [18] where different scaling factors are considered for hier-
archical levels. However, scaling factors are determined mainly
by the frame complexity that is heuristically defined as the
product of bits and quantization step size of a frame. For this
reason, their scaling factors cannot be justified to properly rep-
resent the temporal dependence in the hierarchical B-pictures.

In the joint T-Q layer bit allocation problem, a scalable
block specified by a T and a Q layer (TL and QL) ID is
chosen to be a bit allocation unit. We propose a bit allocation
algorithm that efficiently allocates the bit budget to each bit
allocation unit based on the proposed dependent R/D models.

Fig. 2. H.264/SVC video with combined T-Q scalability, four TLs, and
three QLs.

The problem is formulated by the Lagrange optimization
method, and a fully analytical solution is derived using the
proposed R/D models. The performance of the proposed
algorithm is demonstrated in comparison with the JSVM
FixedQPEncoder [22]. Significant coding gain is observed, and
some of our preliminary results can be found in [23] and [24].

There are two major contributions in this research. First,
we propose dependent linear R/D models for the joint T-Q
scalability of H.264/SVC. Our S-domain based dependent R/D
characteristics analysis allows greatly simplified dependent
R/D models. To the best of our knowledge, they are the first
dependent R/D models for scalable video. Second, we develop
a low-complexity joint T-Q layer dependent bit allocation
algorithm based on an analytical solution to a Lagrange equa-
tion. That is, the exponential complexity of the conventional
dependent bit allocation algorithms [11], [12] is successfully
reduced to linear complexity in the proposed bit allocation
algorithm.

The remainder of this paper is organized as follows. We
examine the R/D characteristics of dependent T and Q layers
individually in Section II. Dependent R/D models are proposed
using the S-domain analysis in Section III, and Section IV
provides the analysis of the proposed models. We study the
problem of joint T-Q layer bit allocation in Section V, and
show that the proposed bit allocation algorithm enhances the
overall performance by a significant margin compared to its
benchmark. Finally, concluding remarks and future research
directions are provided in Section VI.

II. Dependent R/D Characterization via

Self-Domain Observation

Fig. 2 demonstrates a combined T-Q scalability plane with
four TLs and three QLs, where arrows indicate prediction
structure. We define a scalable block as a set of layer pictures
identified by a coordinate of a TL and a QL ID (TID and QID).
A scalable block is specified by TiQj to indicate a coordinate
of a TID and a QID as demonstrated in Fig. 2. Then, a scalable
bit stream with a combined T-Q scalability is composed of a
number of disjoint scalable blocks. Similarly, a TL or a QL
is formed by a set of scalable blocks having an identical TID
or QID. For example, TL-2 in Fig. 2 is composed of scalable
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blocks with TID = 2, i.e., T2Q0, T2Q1, and T2Q2. Similarly,
QL-2 is formed by scalable blocks with QID = 2, i.e., T0Q2,
T1Q2, T2Q2, and T3Q2. Our goal in this research is to
understand dependent R/D characteristics of scalable blocks in
the combined T-Q scalability. To be specific, we would like to
derive tractable functions of the dependent R/D characteristics
with a scalable block as a basic modeling unit.

Dependent R/D functions are often expressed in multivariate
functions. For example, the R/D functions of a dependent
scalable block T1Q1 can be expressed as

f1,1

(
x1,1|x0,0, x0,1, x1,0

)
(1)

where fi,j represents a residual rate (or distortion) function
of TiQj, and xi,j is an independent variable of TiQj that de-
termines rate (or distortion) of a residual scalable block (e.g.,
quantization step size or the number of nonzero coefficients).
In (1), conditions in the functions represent the fact that the
quantity of interest (rate or distortion) is dependent on that of
its preceding scalable blocks. In this example, three scalable
blocks of T0Q0, T1Q0, and T0Q1 have influences on the R/D
characteristics of a scalable block T1Q1. Since we employ q-
domain residual R/D models in this paper, the R/D functions
of a dependent scalable block TiQj can be expressed as

Ri,j(qi,j|q0,0, · · · , qi−1,j, qi,j−1) and

Di,j(qi,j|q0,0, · · · , qi−1,j, qi,j−1)
(2)

where qi,j is the quantization step size of TiQj. Now, the
conditional R/D functions can be written to more general
forms of the multivariate functions

Ri,j(Qi,j) and Di,j(Qi,j) with Qi,j =

⎛
⎜⎝

q0,0 · · · q0,j

q1,0 · · · q1,j

· · · · · · · · ·
qi,0 · · · qi,j

⎞
⎟⎠ (3)

where Qi,j is the matrix of parameters (i.e., quantization step
sizes).

To examine the R/D characteristics of dependent scalable
blocks, we make observations of the dependent R/D behaviors
by rate-to-rate and distortion-to-distortion plots, where rate (or
distortion) of independent reference layers is on the horizontal
axis (domain), and the vertical axis (range) takes values of
dependent rate (or distortion). Due to these rate-to-rate and
distortion-to-distortion plots, we called this approach a self-
domain (S-domain) analysis, which is a collective name for
a rate-domain and a distortion-domain analyses. If we can
observe strongly consistent behaviors of the dependent R/D
characteristics with respect to the independent R/D character-
istics, the dependent R/D functions can be expressed by certain
combinations of the independent R/D functions. Then, we can
develop dependent R/D models that convert multivariate func-
tional expressions in (3) into univariate functional expressions.
Here, it is important to understand that the dependent R/D
functions still remain as functional expressions (of univariate
functions instead of multivariate functions) by the proposed
modeling approach. Hence, we need residual R/D functions
of the independent scalable blocks to derive closed-form
expressions of the dependent R/D functions.

Fig. 3. TL rate dependency. A bi-variate rate function of a dependent
scalable block is plotted as a function of the rate of the base TL
block, i.e., R0,0(q0,0) versus R1,0(q0,0, q1,0). In the legend, QP is a
quantization parameter of a scalable block T1Q0 corresponding to q1,0.
(a) Football, QCIF. (b) Foreman, CIF.

A. S-Domain Observations
We begin with simple cases of a base TL and a base

QL separately, i.e., TL-0 and QL-0. We first look at QL-0
(T0Q0, T1Q0,· · · , and TiQ0) for the dependent R/D
characterization in the T scalability (R/D dependency of
TL blocks), and consider TL-0 (T0Q0, T0Q1, · · · , and
T0Qj) for the dependent R/D characterization in the Q
scalability (R/D dependency of QL blocks). Hence, we have
four cases of dependent rate and distortion in the T and Q
scalability, respectively. We apply specific combinations of
the quantization parameters (QPs) to the participating scalable
blocks to observe the dependent R/D characteristics with
respect to variations of those of the independent blocks.

1) Case I: Rate dependency of a scalable block in the
T scalability: Fig. 3 demonstrates typical dependent
rate characteristics of T1Q0 in the T scalability, where
(R0,0(q0,0), R1,0(q0,0, q1,0)) is plotted with the value of
q1,0 being constant for each curve. That is, rates of
T1Q0 at fixed QPs in the legend of Fig. 3 are observed
with respect to the variations of those of T0Q0. We
see that the variations of the T0Q0 rates have almost
no influence on the T1Q0 rates, i.e., T1Q0 rate is
independent of T0Q0 rate. As a result, we can simplify
the dependent rate function of T1Q0 to

R1,0(q0,0, q1,0) ≈ R1,0(q1,0) (4)

where q1,0 is the quantization step size of T1Q0.
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Fig. 4. TL distortion dependency. Dependent distortion functions of T1Q0
and T2Q0 (D1,0(q0,0, q1,0) and D2,0(q0,0, q1,0, q2,0)) are plotted with respect
to variations of T0Q0 distortion (D0,0(q0,0)). QPi is the quantization parame-
ter of a scalable block TiQ0 corresponding to qi,0. (a) Foreman, QCIF, TL-1.
(b) Football, CIF, TL-2.

2) Case II: Distortion dependency of a scalable block in
the T scalability: Typical dependent distortion behaviors
of scalable blocks in the T scalability are plotted with
respect to variations of those of the base TL blocks
(T0Q0) in Fig. 4. The distortion dependency of the TL
blocks is more complicated than the rate dependency,
and its approximation and simplification will be dis-
cussed in Sec. II-B.

3) Case III: Rate dependency of a scalable block in the Q
scalability: Typical dependent rate behaviors of scalable
blocks in the Q scalability are plotted with respect to
the variations of those of the base QL blocks (T0Q0)
in Fig. 5. Its approximation and simplification will be
discussed in Sec. II-B.

4) Case IV: Distortion dependency of a scalable block
in the Q scalability: Fig. 6 demonstrates behaviors
of D0,1(q0,0, q0,1) with respect to the variations of
D0,0(q0,0). Similarly to Case I, the distortion of T0Q0
does not affect that of T0Q1. Hence, we can safely
assume that T0Q1 distortion is a function of its own
quantization step size

D0,1(q0,0, q0,1) ≈ D0,1(q0,1) (5)

where q0,j is the quantization step size of T0Qj. With
the QL distortion dependency, we have one more im-
portant observation in Fig. 7, where T0Q2 distortions,

Fig. 5. QL rate dependency. Dependent rate functions of T0Q1 and T0Q2
(R0,1(q0,0, q0,1) and R0,2(q0,0, q0,1, q0,2)) are plotted with respect to variations
of the rate of T0Q0 (R0,0(q0,0)). QPj is the quantization parameter of T0Qj

corresponding to q0,j . (a) Soccer, CIF. (b) City, QCIF.

D0,2(q0,2), of various test sequences are plotted with
respect to the T0Q0 distortion, D0,0(q0,2). As we can
observe from the figure, D0,2(q0,2) is strongly correlated
with D0,0(q0,2) when they have quantization step size in
common. Therefore, we can simplify T0Q2 distortion
function by

D0,2(q0,0, q0,1, q0,2) ≈ D0,2(q0,2) ≈ μ2
0 · D0,0(q0,2) (6)

where μ2
0 is the distortion model parameter of T0Q2

representing the slopes of the lines in Fig. 7. Please
note that subscripts and superscripts are used to indicate
TL and QL indices. We will keep this notation in the
following discussions as well.

From Cases I and IV, we could observe two important proper-
ties of the dependent R/D characteristics in the combined T-Q
scalability:

1) Property 1: Rate independence of a scalable block in
the T scalability: This property states that the rate of
a scalable block is not influenced by the fidelity of TL
references. For example, the rate of T3Q2 in Fig. 2
is not influenced by the rates of temporally preceding
blocks TiQj for i < 3. Hence, only the scalable blocks
belonging to TL-3 in Fig. 2 need to be considered for
the rate of T3Q2.

2) Property 2: Distortion independence of a scalable block
in the Q scalability: Similarly to Property 1, this prop-
erty states that the distortion of a scalable block is not
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Fig. 6. QL distortion dependency. A bi-variate distortion function of a
dependent scalable block is plotted as a function of the distortion of the
base QL block, D0,0(q0,0) versus D0,1(q0,0, q0,1). In the legend, QP is the
quantization parameter for T0Q1 corresponding to q0,1. (a) City. (b) Soccer.
(a) City, QCIF. (b) Soccer, CIF.

influenced by the fidelity of the QL references. That is,
when we consider the distortion of T3Q2, we can safely
ignore the influences of preceding scalable blocks in the
Q scalability, i.e., TiQj for j < 2. For this reason, only
the scalable blocks belonging to QL-2 in Fig. 2 need to
be considered for the distortion of T3Q2.

B. Interpretations of Cases II and III

From Properties 1 and 2, we know that Cases II and III
(dependent distortion in the T scalability and dependent rate
in the Q scalability) can be studied separately. We focus on
the interpretations of Cases II and III that appear in Figs. 4
and 5. In this section, we change double subscripts (i, j) of
the R/D function to a single subscript i or j depending on
the discussion context for notational convenience. Because we
made observations with QL-0 and TL-0, we will skip QL index
for the analysis of the TL distortion dependency and TL index
will be skipped for the analysis of QL rate dependency.

We choose variables (qi’s or qj’s) carefully in Figs. 4(b)
and 5(b) so that the influence of these variables can clearly
be identified. Both figures consist of solid, dashed, and dotted
curves. The S-domain coordinate and q setting for each curve
type are summarized in Table I with TL-2 and QL-2 scalable
blocks (T2Q0 and T0Q2) as examples. We set q values such
that only one variable is active with each curve. Then, we can
isolate influences of individual variables on the dependent R/D

Fig. 7. Univariate distortion function, D0,2(q), of T0Q2 as a function of the
distortion function, D0,0(q), of T0Q0. (a) QL-2 versus QL-0, QCIF. (b) QL-2
versus QL-0, CIF.

behaviors. In the table, q is the only variable that determines
function values, and qi and qj are constant values for each
curve. For example, in a group of dashed curves in Figs. 4
and 5, q2 for one dashed curve remains the same along the
curve whereas values of q are varied to generate the curve on
the plane. � in the table refers to a constant QP difference.
To be precise, the notation has to be q(QP −�) based on the
one-to-one relation between q and QP (q(QP)), but we use
q − � for notational convenience.

We approximate R/D curves of Cases II and III in Figs. 4
and 5 based on two observed properties.

1) Property 3: Linearity of the R/D characteristics of
a scalable block in the T/Q scalability: All the R/D
curves in Figs. 4 and 5 can be linearly approximated
with respect to their domains, i.e., independent rate or
distortion function.

2) Property 4: Parallelism of the R/D characteristics of
a scalable block in the T/Q scalability: All curves
under the same q setting are approximately parallel. For
example, all dashed and dotted curves form a group of
parallel lines, respectively.

By Properties 3 and 4, we approximate Figs. 4(b) and 5(b)
by parallel line segments as shown in Fig. 8, which demon-
strate idealized approximations of the dependent distortion of
the TL-2 block (T2Q0) in the T scalability and the dependent
rate of the QL-2 block (T0Q2) with three groups of line
segments. Each group of parallel lines can be characterized
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TABLE I

Coordinates and q Settings in the S -Domain Plots

TL Dependent Distortion (Fig. 4(b)) QL Dependent Rate (Fig. 5(b))
Solid Curve (D0(q), D2(q, q, q)) (R0(q), R2(q, q − �, q − 2�))

Dashed Curve (D0(q), D2(q, q, q2)) with q ≤ q2 (R0(q), R2(q, q − �, q2)) with q − � > q2

Dotted Curve (D0(q), D2(q, q1, q2)) with q ≤ q1 ≤ q2 (R0(q), R2(q, q1, q2)) with q > q1 > q2

Fig. 8. Ideally approximated dependent R/D behaviors of scalable blocks. (a)
Dependent distortion of a TL-2 block. (b) Dependent rate of a QL-2 block.

by a common slope of the group. That is, solid, dashed, and
dotted line segments can be characterized simply by the slopes
of m0, m1, and m2 in Fig. 8.

The evaluation of each slope is straightforward if we assume
that pivot points [A, B, and C in Fig. 8(a) and A, B, C, and D
in Fig. 8(b)] are known. In the case of TL-2 block distortion
function, the three slopes can be evaluated by

m0 ≈ D2(q2,q2,q2)
D0(q2) (7)

m1 ≈ D2(q1,q1,q2)−D2(q2,q2,q2)
D0(q1)−D0(q2) (8)

m2 ≈ D2(q0,q1,q2)−D2(q1,q1,q2)
D0(q0)−D0(q1) . (9)

Now, we solve (7)–(9) for D2(q0, q1, q2). Then, we have the
tri-variate TL-2 block distortion function reduced to (11)

D2(q0, q1, q2) = m2D0(q0) + (m1 − m2)D0(q1) +

(m0 − m1)D0(q2) (10)

= ζ2,0D0(q0) + ζ2,1D0(q1) + ζ2,2D0(q2)

where ζi,k represents the kth model parameter of a scalable
block at TL-i, and qk is quantization step size of a scalable

block at TL-k. Similarly, the tri-variate rate function of a
scalable block at QL-2 can be expressed as

R2(q0, q1, q2) = m2R0(q0) + (m1 − m2)R0(q1 + �) +

(m0 − m1)R0(q2 + 2�) + η2

= ξ2,0R0(q0) + ξ2,1R0(q1 + �) +

ξ2,2R0(q2 + 2�) + η2 (11)

where ξj,k is the kth model parameter of a scalable block at
QL-j, ηj is another model parameter of a scalable block at
QL-j, qk is quantization step size of a scalable block at QL-k,
and � is a predetermined constant that represents a fixed QP
difference between two consecutive QLs.

We can get (11) by evaluating m0, m1, m2, and η2 from
pivots A, B, C, and D in Fig. 8(b), and by solving (12)–(15)
for R2(q0, q1, q2)

m0 ≈ R2(q0, q0−�, q0−2�)−R2(q2+2�, q2+�, q2)

R0(q0)−R0(q2+2�)
(12)

m1 ≈ R2(q1 + �, q1, q2) − R2(q2 + 2�, q2 + �, q2)

R0(q1 + �) − R0(q2 + 2�)
(13)

m2 ≈ R2(q0, q1, q2) − R2(q1 + �, q1, q2)

R0(q0) − R0(q1 + �)
(14)

η2 ≈ R0(q0, q0 − �, q0 − 2�) − m0 · R0(q0). (15)

By the S-domain analysis, we could learn four important
properties of the dependent R/D characteristics in the com-
bined T-Q scalability. First, we could identify independent
properties of the dependent scalable blocks, i.e., Properties
1 and 2, which lead to significant reduction in the number
of variables, e.g., (4) and (6). More importantly, complex
multivariate dependent R/D functions (TL dependent distor-
tion and QL dependent rate functions) are decomposed into
linear combinations of univariate R/D functions evaluated at
participating layers’ quantization step sizes, i.e., (11), and (11).
Generally, we can express a multivariate R/D functions as

fi(q0, · · · , qi) = fi(qi|q0, · · · , qi−1) (16)

= c0 · f0(q0) + · · · + ci · f0(qi) + ci+1

where ci’s are model parameters, fi(·) is rate or distortion
function of layer i and f0(·) is a residual rate or distortion
function of a base layer block. Now, the multivariate function
given in the left-hand-side of (16) is successfully decomposed
into a linear combination of the univariate functions in the
right-hand-side of (16). Hence, we have derived tractable
forms of the dependent R/D functions of scalable blocks.
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TABLE II

Modeling Accuracy (%) of Each Scalable Block

Sequence Format T1Q0 T2Q0 T0Q1 T1Q1 T2Q1 T0Q2 T1Q2 T2Q2
City QCIF Rate • • 85.18 90.94 83.67 81.26 85.72 83.76

MSE 97.14 96.32 95.33 96.56 93.40 86.07 86.30 85.60
CIF Rate • • 82.38 89.56 90.88 78.59 82.64 85.43

MSE 98.63 97.66 93.92 95.07 96.57 85.10 85.60 85.16
Foreman QCIF Rate • • 86.32 91.12 86.94 83.47 90.96 85.05

MSE 95.79 96.87 96.96 96.74 93.02 94.60 90.31 91.99
CIF Rate • • 80.63 89.61 87.24 81.97 89.96 92.73

MSE 96.11 97.73 97.03 92.19 96.60 93.40 92.74 93.56
News QCIF Rate • • 82.24 87.90 86.31 90.09 92.08 91.87

MSE 96.91 97.98 97.06 96.20 96.54 92.20 94.31 94.90
CIF Rate • • 80.21 78.34 90.44 92.27 72.91 80.94

MSE 98.34 99.23 97.84 97.41 98.17 95.34 93.94 93.64
Soccer QCIF Rate • • 87.50 85.21 83.88 82.55 89.82 89.95

MSE 96.65 97.22 94.86 95.28 92.67 90.19 94.59 90.79
CIF Rate • • 89.31 86.88 92.90 80.48 89.46 90.18

MSE 95.52 96.71 94.52 97.05 97.70 78.06 87.28 89.09

III. Joint Temporal-Quality R/D Models for GOP

A. Model Derivation

By Properties 1 and 2, we can isolate a scalability dimension
for the derivation of the dependent R/D functions of a scalable
block TiQj. That is, we can safely ignore the influences of
preceding TL blocks for a dependent rate function, and sim-
ilarly, a dependent distortion function can be derived without
considering preceding QL blocks’ influences.

By (4) and (11), we can simplify the dependent rate function
in (3) to

Ri,j(Qi,j) = Ri,j(qt
i)

= ξ
j,0
i Ri,0(qi,0) + ξ

j,1
i Ri,0(qi,1 + �) + · · ·

+ξ
j,j
i Ri,0(qi,j + j�) + η

j
i

=
j∑

k=0

ξ
j,k
i Ri,0(qi,k + k�) + η

j
i (17)

where qi is the ith row of Qi,j , Ri,0(q) is a residual rate
function of TiQ0, qi,k is the quantization step size of TiQk,
and ξ

j,k
i and η

j
i are rate model parameters of TiQj. The first

reduction in (17), i.e., from a matrix of variables to a vector
of variables, comes from Property 1 that all TL influences can
be ignored for dependent rates of scalable blocks. Similarly,
the distortion function in (3) reduces to

Di,j(Qi,j) = Di,j(qj)

= ζ
j
i,0D0,j(q0,j) + ζ

j
i,1D0,j(q1,j) + · · ·

+ζ
j
i,iD0,j(qi,j)

= ζ
j
i,0μ

j
0D0,0(q0,j) + ζ

j
i,1μ

j
0D0,0(q1,j) + · · ·

+ζ
j
i,iμ

j
0D0,0(qi,j)

= μ
j
0

i∑
k=0

ζ
j

i,kD0,0(qk,j) (18)

where qj is the jth column of Qi,j , D0,0(q) is a residual
distortion function of T0Q0, qk,j is the quantization step size
of TkQj, and ζ

j

i,k and μ
j
i are distortion model parameters of

TiQj. Similarly to (17), Property 2 leads to the first reduction
in (18) by allowing the cancelation of QL influences on
the dependent distortions of scalable blocks. In (18), it is
worthwhile noting that the dependent distortion model has one
more reduction step than that of the dependent rate function
by (6), i.e., D0,j(q) = μ

j
0 · D0,0(q).

Finally, we can derive GOP dependent R/D models from
(17) and (18) simply by adding rates and distortions of
participating scalable blocks in a GOP of NT TLs and NQ

QLs as

RGOP (Q) =
NT −1∑
i=0

NQ−1∑
j=0

Ri,j

=
NT −1∑
i=0

NQ−1∑
j=0

(
j∑

k=0

ξ
j,k
i Ri,0(qi,k + k�) + η

j
i

)

and

DGOP (Q) =
NT −1∑
i=0

NQ−1∑
j=0

Di,j

=
NQ−1∑
j=0

NT −1∑
i=0

(
μ

j
0

i∑
k=0

ζ
j

i,kD0,0(qi,k)

)

=
NQ−1∑
j=0

NT −1∑
i=0

, ωi,jD0,0(qi,j) (19)

where ωi,j = μ
j
0

NT −1∑
k=i

ζ
j

k,i is the model parameter.

B. Model Verification

To verify the proposed dependent R/D models, estimated
R/D values by the models are compared with the actual R/D
values. In the combined T-Q scalability of three TLs and
QLs, R/D samples are generated with various QP combina-
tions to provide actual R/D values. Estimated R/D values
corresponding to the QP combinations are computed from
the R/D models. To get model parameters, we follow the
steps in Fig. 8. We first generate pivot R/D points by actual
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TABLE III

QL Modeling Acuracy (%)

Format QL-0 QL-1 QL-2
Rate MSE Rate MSE Rate MSE

City QCIF 94.44 97.56 91.16 95.71 92.42 88.41
CIF 96.64 98.57 92.79 95.45 91.54 87.75

Foreman QCIF 98.23 96.57 93.97 93.75 91.02 88.93
CIF 97.16 97.76 89.95 96.57 88.65 94.55

News QCIF 98.57 96.13 95.51 96.63 95.62 95.08
CIF 97.87 99.30 95.98 98.05 96.60 95.32

Soccer QCIF 99.12 96.28 92.42 91.39 90.24 92.10
CIF 97.40 96.53 91.96 97.56 93.22 89.27

Fig. 9. Verification of the GOP-based (16 frames per GOP so that one GOP
consists of 5 T layers) dependent distortion model in the T scalability, where
the x-axis is the actual MSE of the GOP while the y-axis is the estimated
MSE of the GOP by the proposed dependent distortion model. (a)–(f) QCIF.
(g)–(l) CIF test sequences.

encoding, evaluated the slopes (mi’s) by (7)–(9) and (12)–(15),
and finally, the model parameters are evaluated from mi’s with
� set to two in our experiment.

We first show the modeling accuracy of each scalable block
in Table II. Because QL-0 block rates serve as the independent
basis functions for the dependent rates of scalable blocks, we
do not have entries for T1Q0 and T2Q0 in Table II. The
accuracy is computed by

accuracy =
1

Ns

Ns∑
i=1

(
1 − |si − ŝi|

si

)
× 100 (20)

where Ns is the number of samples and si and ŝi are the actual
and the estimated R-D values, respectively. Table III shows QL
R/D modeling results, where a QL is composed of three TLs.

Fig. 10. Verification of the GOP-based dependent rate model in the Q
scalability, where the x-axis is the actual rate of a QL, and the y-axis is
the estimated rate of the QL by the proposed GOP-based QL rate model.
(a)–(f) QCIF test sequences. (g)–(l) CIF test sequences.

We also provide graphical modeling accuracy verification
in Figs. 9 and 10, where the estimated R-D values are plotted
with respect to the actual R-D values with the identity (y = x)
line on the diagonal. Fig. 9 demonstrates the GOP based TL
distortion modeling results, where 2730 and 810 distortion
samples are generated for each QCIF and CIF test sequence,
respectively. Fig. 10 shows the QL rate modeling results,
where 105 and 560 QL-1 and QL-2 R/D samples are generated
for the the verification, respectively.

To summarize, the dependent rate model achieves the aver-
age accuracy in the range of 90%, and the average estimation
accuracy of the dependent distortion model is greater than 90%
for our test sequences.

IV. Model Parameters Analysis

In the proposed models, R/D functions of the dependent
scalable blocks are represented by linear combination of the
base scalable block R/D functions evaluated at the quanti-
zation step sizes of participating scalable blocks as in (17)
and (18). Generally, weights in a linear combination refer
to the contribution of the corresponding basis function to
the target quantity of the decomposition. For this reason, in
the proposed R/D models, the model parameters indirectly
represent the influence of a quantization choice for each block
with its independent basis function as an intermediate medium.
Moreover, they make the optimization feasible by enabling
partial differentiations of the dependent R/D functions with



CHO et al.: DEPENDENT R/D MODELING TECHNIQUES AND JOINT T-Q LAYER BIT ALLOCATION FOR H.264/SVC 1011

TABLE IV

Parameters of Dependent Distortion Model in the T Scalability

Sequence TL QCIF CIF
ζ0 ζ1 ζ2 ζ3

∑
ζ0 ζ1 ζ2 ζ3

∑

Hall 0 1 0 0 0 1 1 0 0 0 1
1 0.985 0.015 0 0 1.000 0.924 0.082 0 0 1.006
2 1.979 0.003 0.032 0 2.014 1.837 0.007 0.163 0 2.007
3 3.948 0.010 0.010 0.047 4.015 3.679 0.033 0.027 0.291 4.030
ω 7.912 0.028 0.042 0.047 8.029 7.440 0.122 0.190 0.291 8.043

Soccer 0 1 0 0 0 1 1 0 0 0 1
1 0.495 0.547 0 0 1.042 0.642 0.466 0 0 1.108
2 1.109 0.175 0.808 0 2.092 1.314 0.163 0.654 0 2.131
3 2.322 0.398 0.366 0.899 3.985 2.664 0.377 0.186 0.976 4.203
ω 4.926 1.120 1.174 0.899 8.119 5.620 1.006 0.840 0.976 8.442

respect to the individual variables

fi(x0, · · · , xi) =
i∑

k=0

ckf0(xk) ⇒

∂

∂xk

fi(x0, · · · , xi) = ck

d

dxk

f0(xk) for k = 0, · · · , i

(21)

where we assume that f0(x) is differentiable.
Table IV shows the values of distortion model parameters

of selected test sequences. To understand the physical
meaning of the parameters, we look at the slopes in Fig. 8(a)
that demonstrate behaviors of the distortion of a dependent
scalable block with respect to that of its base TL block.
As we can observe from Fig. 4, a low motion sequence
[Foreman, Fig. 4(a)] demonstrates steeper slopes than those
of a high motion sequence [Football, Fig. 4(b)]. Because the
model parameters are determined by the difference between
the slopes except for the one corresponding to q0, steeper
slope indicates smaller model parameter values for dependent
scalable blocks (ζ1, ζ2, and ζ3 in Table IV), and more
influence of TL-0 block (ζ0 in Table IV).

This interpretation exactly coincides with the intuition that
higher reference quality has more influence on the coding
efficiency of low motion (i.e., more temporally dependent)
than that of high motion sequences. For example, the GOP
distortion model parameters (ω’s) in Table IV demonstrate the
contribution of each TL block distortion on the GOP distortion,
and TL-0 block parameter (ω0) of low motion sequences (e.g.,
City and Hall) are much higher than that of high motion
sequences (e.g., Football and Soccer). More importantly, it has
to be noted that the model parameters quantify the influence of
references’ quality on the coding efficiency of the dependent
scalable blocks in the T scalability.

To understand the physical implications of QL dependent
rate model parameters, we first look at the parameter values
of the intracoded frames in Table V. Because the rate of
a compressed frame is directly related to the entropy of a
quantized residual image, we assume that the rate of a frame
is equivalent to its entropy in the following discussion. That is

R(q0, · · · , qj) ≡ H(Xq0 , · · · , Xqj
) and

Rj(qj|q0, · · · , qj−1) ≡ H(Xqj
|Xq0 , · · · , Xqj−1 )

(22)

where R(q0, · · · , qj) is the rate of (j + 1) QLs,
Rj(qj|q0, · · · , qj−1) is the rate of (j + 1)st QL block,

H(•) is the entropy of given random variables, and Xq refers
to a residual image quantized by the quantization step size q.

Roughly speaking, we can assume that a residual image
with finer quantization can be considered a super set of more
coarsely quantized residual images of a frame with multiple
QL blocks. Mathematically, we have

Xq0 ⊂ Xq1 ⊂ · · · ⊂ Xqj
, for q0 > · · · > qj (23)

where qk is the quantization step size for kth QL block. Given
(23), the entropy relation between two QL blocks can be
derived as

H(Xq0 , Xq1 ) = H(Xq0 ) + H(Xq1 ) − I(Xq0 ; Xq1 )

= H(Xq1 ), and

H(Xq1 |Xq0 ) = H(Xq1 ) − I(Xq0 ; Xq1 )

= H(Xq1 ) − H(Xq0 ), for q0 > q1

(24)

where I(Xq0 ; Xq1 ) = H(Xq0 ) is the mutual information between
two random variables Xq0 and Xq1 .

Without loss of generality, we can generalize (24) to

H(Xq0 , · · · , Xqj
) = H(Xqj

), and

H(Xqj
|Xq0 , · · · , Xqj−1 ) = H(Xqj

|Xqj−1 )

= H(Xqj
) − H(Xqj−1 ), for q0 > · · · > qj

(25)

where the first equation is inferred from the inclusive relation
between QL blocks in (23). In (25), the first equation explains
that the sum of QL block rates of a frame is expected to
be equal to the rate of the frame in a single layer encoding
instance with the highest QL quantization step size, and the
second equation explains that the rate of an enhancement
QL block is determined by the difference in the information
quantities that are covered by the quantization step sizes of
the highest and the second highest enhancement QL blocks.

The model parameter values for intracoded frames in Ta-
ble V follow the analysis in (25) very closely. First, the
model parameter values of the highest and the second highest
QL blocks are much larger than those of lower QL block
parameters. This implies that the rate of a QL block is
determined mainly by the quantization of the top two QL
blocks, which is an identical conclusion to the second equation
in (25). Second, the sum of model parameter values for each
QL block is close to zero except for those of QL-2 block
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TABLE V

Parameters of Dependent Rate Model in the Q Scalability

Intracoded Frames
Sequence QL QCIF CIF

ξ0 ξ1 ξ2 η ξ0 ξ1 ξ2 η

City 0 1 0 0 0 1 0 0 0
1 -0.96 1.16 0 1455.90 -0.96 1.15 0 4709.13
2 0.01 -1.09 1.32 2115.37 0.00 -1.09 1.32 6749.59
∑

0.05 0.07 1.32 3571.27 0.04 0.06 1.32 11498.72
Football 0 1 0 0 0 1 0 0 0

1 -0.95 1.12 0 2116.38 -0.98 1.15 0 5688.02
2 -0.02 -1.06 1.28 2483.79 -0.03 -1.07 1.32 7016.81
∑

0.03 0.06 1.28 4600.17 -0.01 0.08 1.32 12704.83
Foreman 0 1 0 0 0 1 0 0 0

1 -0.98 1.19 0 897.04 -1.01 1.24 0 1712.63
2 0.01 -1.10 1.37 1421.92 0.03 -1.14 1.45 2061.73
∑

0.03 0.09 1.37 2318.96 0.02 0.10 1.45 3774.46
Intercoded Frames

Sequence QL QCIF CIF

ξ0 ξ1 ξ2 η ξ0 ξ1 ξ2 η

City 0 1 0 0 0 1 0 0 0
1 -0.71 1.18 0 421.97 -0.74 1.21 0 899.32
2 0.06 -0.84 1.45 432.98 0.05 -0.89 1.47 1369.86
∑

0.35 0.34 1.45 854.95 0.31 0.32 1.47 2269.18
Football 0 1 0 0 0 1 0 0 0

1 -0.91 1.14 0 2066.66 -0.92 1.17 0 3585.22
2 -0.02 -0.99 1.28 2110.55 0.00 -1.01 1.35 4672.50
∑

0.07 0.15 1.28 4178.21 0.08 0.16 1.35 8257.72
Foreman 0 1 0 0 0 1 0 0 0

1 -0.85 1.21 0 388.53 -0.90 1.25 0 551.35
2 0.08 -0.97 1.42 522.92 0.09 -1.03 1.51 442.26
∑

0.23 0.24 1.42 911.45 0.19 0.22 1.51 993.61

parameters. This implies that the rate of a TL that is equivalent
to the sum of participating QL blocks’ rates is determined
mainly by the rate of the highest QL block

Ri(qi,0, · · · , qi,j) ≈ ξ
j,j
i · Ri,0(qi,j + j · �) +

j∑
k=0

ηk
i (26)

where
j∑

k=0
ηk

i is the overhead of having QLs.

From Table V, it is worthwhile noting that ξ
j,j
i takes values

greater than one differently from the first equation in (25),
which we can consider the compensation for the � term in the
model. Interestingly, the difference between ξj,j’s of adjacent
QLs is quite constant according to Table V, and the values of
ξj,j − ξ0,0 become proportional to j. That is

ξj,j − ξj−1,j−1 ≈ ξ2,2 − ξ1,1 ≈ ξ1,1 − ξ0,0 ≈ d

⇒ ξj,j ≈ ξ0,0 + d · j
(27)

which validates the above statements that the ξj,j values
greater than 1 compensate for the � term in the model.

Even though the model parameters of intracoded QL blocks
are well explained by the above analysis, those of intercoded
QL blocks show one disagreement from the analysis in that
the sum of the rate model parameters of sub QL blocks is
greater than zero. This is because the assumption in (23) does
not hold among QL block residual images. That is, the mutual
information between two consecutive QL blocks is not equal to

the lower layer entropy, i.e., I(Xqj−1 ; Xqj
) �= H(Xqj−1 ) because

of motion compensated prediction of interframes. Hence, the
approximation in (26) does not hold, and the rates of all
participating QL blocks need to be considered to estimate
the rate of a TL. However, all other explanations based on
the entropy relation should still hold even for intercoded QL
blocks, and it can be seen from the model parameter values
in Table V.

V. Joint T-Q layer bit allocation

In this section, we investigate a joint T-Q layer bit allocation
problem as an application of the proposed dependent R/D
models. We consider a combined T-Q scalability as demon-
strated in Fig. 2, where a scalable block is specified as TiQj.

A. Problem Formulation

The joint T-Q bit allocation problem is formulated as an
optimal QP (equivalently, q) decision problem, which mini-
mizes the GOP distortion under a target bit rate for each QL
of a GOP. Each scalable block in the T-Q plane (Fig. 2) is
considered a bit allocation unit. Mathematically, we have

Q∗ = arg min
Q∈QNQ ×QNT

DGOP (Q) suject to R0(q0) ≤ RT,0,

R1(q1) ≤ RT,1, · · · , and RNQ−1(qNQ−1) ≤ RT,NQ−1

(28)
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where Rj(qj) is the rate of QL-j, Q and qj are the NQ × NT

matrix and the NT × 1 vector whose elements are the quan-
tization step sizes (i.e., q values) of the participating scalable
blocks, Q is the space of all admissible quantization step sizes
and RT,j is the target bit budget for QL-j.

The Lagrangian formulation of the constrained problem
in (28) leads to the following unconstrained optimization
problem:

J(Q∗, 	∗) = arg min
Q∈QNQ ×QNT ,	∈RNQ

J(Q, 	)

=
NT −1∑
i=0

NQ−1∑
j=0

Di,j

+λ0

(
NT −1∑
i=0

Ri,0 − RT,0

)
+ · · ·

+λNQ−1

(
NT −1∑
i=0

Ri,NQ−1 − RT,NQ−1

)

(29)

where λj’s are the Lagrange multipliers. With the proposed
R/D models, we rewrite the Lagrange cost function in (29) as
(30).

Finally, (30) can be written in a closed-form expression by
the residual R/D models given in [7]

R(q) = a · q−α and D(q) = b · qβ (31)

where a, b, α and β are model parameters. Finally, the
optimization problem becomes (32), where i, j, and k are TL
and QL scalable block indices, and thus, they are not used for
any mathematical operation such as an exponent.

B. Solution to Lagrangian

The complex GOP R/D functions are decomposed into a
linear sum of simple univariate functions by the proposed
GOP R/D models. Hence, the optimization problem in (32)
can be solved by deriving the partial derivatives with respect to
qi,j’s and λj’s, which result in a system of nonlinear equations.
The independence of the variables allows us to use the partial

derivatives to find the solution. Mathematically, we have
∂J(Q, 	)

∂qi,j

= ωi,j · b · β · q
β−1
i,j

−
NQ−1∑
k=j

λk · ξ
k,j
i · ai · αi · q

−αi−1
i,j

= 0 and

∂J(Q, 	)

∂λj

=
NT −1∑
i=0

j∑
k=0

(
ξ
j,k
i · ai · q

−αi

i,k + ηk
i

)
− RT,j

= 0. (33)

Since the numbers of variables and equations are the same,
NQ×NT +NQ, the solution to the system of nonlinear equations
in (33) is feasible, and it is solved by the gradient method. To
apply the gradient method, we define a new equation, where
the sum of squares of all partial derivatives in (33) is set to
zero, namely

g(Q, 	) =
NT−1∑
i=0

NQ−1∑
j=0

(
∂J(Q, 	)

∂qi,j

)2

+
NQ−1∑
j=0

(
∂J(Q, 	)

∂λj

)2

= 0. (34)

Then, the solution, (Q∗ and 	∗), is determined as the values
that make g(Q, 	) closest to zero.

C. Experimental Result

The performance of the proposed algorithm is examined
on various test sequences in CIF (352x288), 480p (854x480),
and 720p HD (1280x720) formats. As the performance bench-
mark, the FixedQpEncoder tool implemented in JSVM [22]
is employed, which iterates encoding loop until layer target
bit rates are satisfied. In the experiments, each output video
contains three TLs and three QLs, where every TL-0 frame is
encoded as a P-frame except for the first I-frame. The average
Y-PSNR performance with respect to the bit rates in full T-Q
resolution is provided in Fig. 11 and Table VI. Clearly, the
proposed bit allocation algorithm outperforms the benchmark
by a substantial margin in all cases.

The comparison of coding efficiency at each QL is provided
in Table VII. We see that the proposed joint T-Q bit allocation
algorithm can produce much more R-D efficient bit stream
at each QL than that by the benchmark, which verifies the

J(Q, 	) =
NQ−1∑
j=0

NT −1∑
i=0

ωi,jD0,0(qi,j) + λ0

(
NT −1∑
i=0

Ri,0(qi,0) − RT,0

)
+ · · ·

+λNQ−1

⎛
⎝NT −1∑

i=0

NQ−1∑
k=0

(
ξ
NQ−1,k

i Ri,0(qi,k) + η
j

k

)
− RT,NQ−1

⎞
⎠ . (30)

J(Q, 	) =
NT −1∑
i=0

NQ−1∑
j=0

ωi,j · b · q
β
i,j + λ0 ·

(
NT −1∑
i=0

ai · q
−αi

i,0 − RT,0

)
+ λ1 ·

(
NT −1∑
i=0

1∑
k=0

(
ξ

1,k
i · ai · q

−αi

i,k + η1
i

)
− RT,1

)

+ · · · + λNQ−1 ·
⎛
⎝NT −1∑

i=0

NQ−1∑
k=0

(
ξ
NQ−1,k

i · ai · q
−αi

i,k + ηk
i

)
− RT,NQ−1

⎞
⎠ . (32)
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Fig. 11. Coding efficiency comparison (Y-PSNR versus Rate) for CIF, 480p
and 720p HD test sequences. (a) Hall. (b) Soccer. (c) Rush Hour. (d) Tractor.
(e) Pedestrian Area. (f) Sunflower.

importance of considering the interlayer dependence in the
development of bit allocation algorithms. With the bench-
mark algorithm, the TL dependence is addressed by the QP
cascading method that determines the QP difference from
a preceding TL only by a T level regardless of temporal
characteristics. Moreover, it does not consider the interlayer
dependence. Hence, it cannot properly respond to different
input video characteristics in terms of how the fidelity of
references influences the coding efficiency of predicted frames
resulting in suboptimal results.

VI. Conclusion and Future Work

In this research, motivated by the highly involved inter-
dependence among scalable layers, we proposed dependent
R/D characteristics models of dependent TL and QL blocks
of H.264/SVC. The introduction to the S-domain analysis
realized the successful decomposition of the dependent R/D
functions into the weighted linear sum of independent R/D
functions. The performance of the proposed R/D models was
verified by comparing estimated R/D values with actual R/D
values of various types of test sequences. The successful
dependent R/D modeling enabled the proposed joint T-Q
layer bit allocation algorithm to operate at significantly lower
complexity than those of conventional dependent bit allocation
algorithms [11], [12]. In other words, a simple analytical solu-
tion could be achieved by the successful isolation of individual
function parameters. The proposed algorithm implemented

TABLE VI

Experimental Result: Global Bit Stream Coding Efficiency

Sequence RT JSVM 9.12 [22] Proposed
Rate Y-PSNR Rate Y-PSNR

(kbps) (dB) (kbps) (dB)
144 146.13 32.39 42.41 32.54

Foreman 216 221.07 34.92 209.79 35.15
(CIF) 360 372.88 38.14 346.31 38.24

648 645.20 41.19 629.37 41.75
144 134.36 35.39 138.65 35.60

News 216 215.93 37.52 204.39 37.74
(CIF) 360 367.83 40.24 338.35 40.40

648 639.70 43.13 628.68 43.41
1000 933.41 35.70 953.91 35.81

Pedestrian 1200 1225.60 36.84 1140.89 36.84
Area (480p) 1600 1552.55 38.43 1509.30 38.40

2400 2374.21 40.46 2235.64 40.63
1000 1091.40 39.16 947.04 39.21

Sunflower 1200 1229.10 40.04 1137.18 40.21
(480p) 1600 1599.60 41.42 1525.84 41.52

2400 2470.88 43.46 2282.43 43.29
2000 2027.56 39.55 1945.84 39.77

Rush Hour 2400 2392.66 40.37 2322.85 40.55
(720p) 3200 3385.88 41.51 3093.40 41.63

4800 4799.59 42.79 4668.05 43.02
3200 3139.69 33.50 3163.29 34.36

Tractor 3600 3280.19 33.86 3538.44 34.93
(720p) 4400 4435.87 35.09 4318.04 35.89

6000 5311.17 36.25 5845.20 37.37

TABLE VII

QL Rates and Y-PSNR Average

Sequence QL RT JSVM 9.12 [22] Proposed
Rate PSNR Rate PSNR

(kbps) (dB) (kbps) (dB)
0 416 426.24 37.39 422.06 37.95

Crew 1 832 841.42 39.96 833.06 40.13
(CIF) 2 1248 1269.23 41.56 1236.49 41.31

Average · 39.23 · 39.57
0 224 206.34 30.80 230.42 31.63

Tempete 1 448 425.78 32.62 457.88 33.13
(CIF) 2 672 652.97 33.91 678.73 34.06

Average · 32.26 · 32.82
0 600 607.75 37.67 597.91 38.10

Rush Hour 1 900 907.26 38.45 886.99 38.75
(480p) 2 1200 1219.42 39.50 1173.94 39.27

Average · 38.42 · 38.67
0 1500 1528.50 34.62 1508.91 35.40

Tractor 1 2250 2170.50 35.62 2240.45 36.28
(480p) 2 3000 3885.17 36.96 2972.80 36.84

Average · 35.58 · 36.13
0 2400 2370.01 40.74 2321.55 41.24

Pedestrian 1 3600 3594.96 41.90 3433.55 42.13
Area (720p) 2 4800 4842.04 43.23 4437.36 42.60

Average · 41.78 · 41.95
0 1200 1262.82 41.03 1173.55 41.45

Sunflower 1 1800 1853.19 42.02 1725.15 42.11
(720p) 2 2400 2439.51 43.27 2244.74 42.41

Average · 41.95 · 41.97

highly efficient bit allocation scheme, which outperformed the
benchmarks by a significant margin. Moreover, the coding
efficiency of each QL could be greatly enhanced by the
proposed bit allocation algorithm.

We have two different future research directions following
this work. First, we would like to provide some practical
guidelines based on the proposed R/D models such that
dependent bit allocation algorithms at constant complexity
could be achieved. The provision of the practical guideline is
very important because the current algorithm is not yet fully
practical in that it still requires multiple pre-encoding passes
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for the model parameter decision. Second, we are interested
in developing efficient transmission algorithms of H.264/SVC
videos. Originally, the video scalability is motivated by the
application requirement of bit stream flexibility, and it is an
important issue how to control the flexibility of scalable videos
in the practical application scenarios. For this reason, we will
investigate the video packet prioritization and its signaling for
the QoS control in the future.
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